Lecture 18: Question Answering
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TF-IDF

> Term frequency

tf, ,= count(t,d)

Instead of using raw count, we squash a bit:

tf; ;= log,q(count(t,d)+1)

o 1 +log;ocount(t,d) if count(t,d) >0
"0 otherwise



TF-IDF

> Document frequency
- df is a term t that the number of documents it occurs In

Collection Frequency Document Frequency
Romeo 113 1
action 113 31




TF-IDF

" Inverse document frequency

: N
ldft — log 10 ( d_f )
[

N is the total number of documents

Word df idf
Romeo | 1.57
salad 2 1.27
Falstaff 4 0.967
forest 12  0.489
battle 21  0.246
wit 34  0.037
fool 36 0.012
good 37 O
sweet 37 0O



TF-IDF

Wt,d — tft,d X ldft

As You Like It Twelfth Night Julius Caesar Henry V
battle 1 0 7 13
good 114 80 62 89
fool 36 58 1 4
wit 20 15 2 3
As You Like It Twelfth Night Julius Caesar Henry V
battle 0.074 0 0.22 0.28
good 0 0 0 0
fool 0.019 0.021 0.0036 0.0083
wit 0.049 0.044 0.018 0.022




Cosine similarity

cosine(V,w) =




What Is question answering?

> The goal of question answering is to build systems that automatically answer
guestions posed by humans in a natural language

Question = QA system =3 Answer



QA: from classification to open-ended

[FORMAT] how easily can the questions be replaced with ids? [TASK]
(easy) (doable) (difficult)
What is thear sentiment of When was <PERSON> born? (too many templates and/or variables)
<STATEMENT>?

Rogers, Anna, Matt Gardner, and Isabelle Augenstein. "Qa dataset explosion: A taxonomy of nlp resources for question answering and reading comprehension.” ACM Computing Surveys 55, no. 10 (2023): 1-45.



QA: sources

[100%] How much knowledge for answering questions is provided in the dataset? [0%]
Single source Multiple sources Partial source No sources
one document needs to be  evidence is provided, but it some evidence is provided, = the model has to retrieve
considered for answering  has to be ranked and found  but it has to be combined evidence or have it
the question with missing knowledge memorized

Rogers, Anna, Matt Gardner, and Isabelle Augenstein. "Qa dataset explosion: A taxonomy of nlp resources for question answering and reading comprehension.” ACM Computing Surveys 55, no. 10 (2023): 1-45.



Why do we care about this problem?

> Useful for many practical applications

> Viewed as an important testbed for evaluating how well computer systems understand
human language

> Many other NLP tasks can be reduced to a reading comprehension problem



Applications

who is the president of the united states

Q_ All =) News [L] Images [*] Books : More

About 1,410,000,000 results (0.80 seconds)

United States / President

Joe Biden

People also search for

¥l ORe

Tucker Jill Kamala Donald Vladi... Joe Nikki
Carlson Biden Harris  Trump  Putin Manc... Haley
Trending Trending Trending Trending

Tools

Joe Biden
46th U.S. President

Joseph Robinette Biden Jr. is an American politician who is
the 46th and current president of the United States. A
member of the Democratic Party, he previously served as
the 47th vice president from 2009 to 2017 under President
Barack Obama and represented Delaware in the United
States Senate from 1973 to 2009. Wikipedia

Born: November 20, 1942 (age 80 years), Scranton, PA

Marriage location: New York, NY

Edited works: Halting the Spread of HIV/AIDS: Future
Efforts in the U. S. Bilateral and Multilateral Response:
Congressional Hearings, MORE



Applications

how old is Dilraba X § @ Q 0x

Q_ All w) Images =) News »] Videos : More Tools

About 689,000 results (0.52 seconds)

Dilraba Dilmurat

Chinese actress

Dilraba Dilmurat / Age

30 years

Dilraba Dilmurat, known in Chinese as Dilireba, is a
Chinese actress, host, dancer, singer and model of Uyghur

June 3, 1992
ethnicity. Wikipedia
Born: June 3, 1992 (age 30 years), Urimqi, China
Height: 5' 7"
People also search for Record label: ZSERERAT]
Zhao Lusi Albums: (E=NZEZE) EREIRET

A

24 years Genre: Pop, Mandarin pop

Yang Yang Yang Mi
31 years 36 years

Feedback



Chat with AT&T

Applications

Listen to music via a streaming service — like Spotify,
Apple Music or Deezer

1:52 PM

AT&T Wireless

Check out our troubleshooting

oo

Get weather reports
AT&T 1:52 PM

O

As an alarm, personal schedule reminder

~N
W

Search for information online or ask general questions

topics or sign in for customized
help.

Listen to live radio

Get news reports
Is there anything else | can help

Get travel information or updates ,
you with today?

o

W

Listen to a podcast

To control smart home devices, such as a smart TV,
heating or lighting

W
5N

I @
N B
~J
o
~J
N

1:53 PM

To make a shopping list

o0

can you help to prepare

lecture slides?

N
—

To make calls, send texts or emails

N
—

Listen to catch up radio
AT&T 1:53 PM

N
o

Play an interactive audio game

Can you say that again?
Listen to an audio book

—
N

Tip: You can say things like "How
much is my bill?" or "l lost my
phone.

—
()

To watch videos

Smart speakers research with the public Research report December 2022



IBM Watson beated Jeopardy champions
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Four stages of Watson QA

(1) Question
Processing

| Focus Detection |

Lexical
Answer Type
Detection

Question
Classification

‘ Parsing \

Named Entity
Tagging

Relation Extraction

‘ Coreference \

(2) Candidate Answer Generation

Document
and
Passsage
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From Text Resources

Answer
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Document title; ™
Anchor text

—-— -
o - -
——-——
- —
- ——
- -

Candidate
Answer

andidntm

Candidate e

Candidate

(3) Candidate
Answer
Scoring

Evidence
Retrieval

—

Candidate

Candidate

Candidate

Candidate

Candidate
Answer

and scoring

Text
Evidence
Sources

Space from
Facebook

Candidate
Answer
+

(4)
Confidence
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Information Retrieval based Factoid QA

" Also called open domain QA

> answer a user’s question by finding short text segments from the web or some other
large collection of documents

Question Answer

Where 1s the Louvre Museum located? in Paris, France
What are the names of Odin’s ravens? Huginn and Muninn
What kind of nuts are used in marzipan? almonds

What instrument did Max Roach play? drums

What’s the official language of Algeria? Arabic




Retriever-reader framework

> Assumption

= We have access to a large collection of documents that we have processed in
advanced (“indexed documents”)

= The question can be answered by returning a snippet of text (“span”) from one (or
more) of these documents

query

Retriever Reader
Q: When was [ | _ dOCS start end )
the premiere of = — e —p C BE:RT ) —A: 1791
The Magic Flute? , - 2 (CLS] 1.2 [SEP] d1 62
= IR Relevant
2 Docs

. Indexed Docs )




Retriever-reader framework

> Procedure
= ldentify a (small) subset of documents that are relevant to the question
= |dentify (and return) the most likely answer span

query
Retriever Reader
. ' start end
Q: Wher_1 was B | docs B A: 1791
the premiere of =i = ;
. ? _ [CLS] q1 q2 [SEP] d1 d2
The Magic Flute®: = K , ,
—E Relevant
7 Docs

Indexed Docs
\ W _/




Retriever-reader framework

Q: How many of Warsaw's inhabitants
spoke Polish in 19337

l Articke Tak
Warsaw

D t From Wikipedia, the free encyclopedia D t
/ ocu me n This article is 3 olish capital. For other uses, see Warsaw (Cisambiguation oc u men
"Warszawa”™ For other uses, see Warszawa (Gsambiguat
"City of Warsaw” redirects here. For the Second World War fighter squad e No. 318 Polish Fighter Squadron. F
Py — 1934, see Adamowicz brothers
w ! e rl eve r Warsaw (Polish: Warszawa [var sava)] (@1 listen); Se¢ also other names) s the capital and largest ity of Poland it ea e r
s S on the Vistula River in east-central Poland, roughly 260 kilometres (160 mi) from the Balic Sea and 300

stands
kilometres (190 mi) from the Carpathian Mountains. Rs populstion is esSmated at 1.750 milion residents within a
greater metropolitan area of 3.105 million residents, which makes Warsaw the Sth most-populous capital Gty in the
> European Union. FIR1¢] The city limits cover 516.9 square kilometres (199.6 sq mi), while the metropoiitan area >
covers 6,100.43 square kilometres (2.355.39 sq mi).”"
In 2012 the Economist Ineligence Unit ranked Warsaw as the 32nd most veable city in the workd ™ It was aiso ,
%ﬁ ranked as one of the mos! liveable cities in Central Europe. Today Warsaw is co ed an "Alpha-" giobal city, a
" v major international tourist destination and a = p [T y.
1 /, by a wide vanety of industries, is characlert 20
manuiacturing and § assing. T

\X/IKIPEDIA e
The Free Encyclopedia O f

v
%

N

\ 4

https:/github.com/facebookresearch/DrQA

Chen et al., 2017. Reading Wikipedia to Answer Open-domain Questions



IR architecture
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Reading comprehension: LSTM-based models with attention

Start End
Output Layer Dense + Softmax LSTM + Softmax
m1 m2 mT
A N\ & S
Z
Modeling Layer
oF 92 Or
Aﬂe“tiaon Flow Query2Context and Context2Query
yer Attention
Phrase Embed s s
Layer Z 2
Word Embed
Layer
Character r
Embed Layer
L ]
Context Query

(Seo et al., 2017): Bidirectional Attention Flow for Machine Comprehension



Reading comprehension: BERT

Segment

BN BOE o - fmpeddings
+ + 4+ + + o+ o+ o+ 4+ o+

[CLS] How many have ? [SEP] BERT - large
Y
Question Reference
Question:  How many parameters does BERT-large have?
Reference Text: BERT-large 1s really big... 1t has 24 layers

and an embedding size of 1,024, for a total
of 340M parameters! Altogether i1t 1s 1.34GB,
so expect 1t to take a couple minutes to
download to your Colab i1instance.

Credit: https:/mccormickml.com/2020/03/10/question-answering-with-a-fine-tuned-BERT/



Reading comprehension: BERT

This length 768 vector is the
weights for the start token
classifier.

The same weights are
applied to every position.

Transformer Layer 12

Transformer Layer 2

Transformer Layer 1

BERT large has 340 M params total !

Credit: https:/mccormickml.com/2020/03/10/question-answering-with-a-fine-tuned-BERT/



Reading comprehension: BERT

L] 1 1 ) 1 1 L] |
1 1 1 1 1 1 LI |

Transformer Layer 12

Transformer Layer 2

Transformer Layer 1

BERT large has 340 M params total !

Credit: https:/mccormickml.com/2020/03/10/question-answering-with-a-fine-tuned-BERT/



Entity linking

> Atask of associating a mention in text with the representation of some real-world
entity in an ontology

> The most common ontology for factoid question-answering is Wikipedia

“Paris is the capital of France”

Paris

France



Entity linking

> Done in (roughly) two stages: mention detection and mention disambiguation

Step 1: Step 2:
Named Entity Entity Linking
Recognition
Text: Paris --- @ Paris, Arkansas
o : Tn)(\: LOC “."@ Paris Hilton
Paris is the capital | Offset:0 O Paris, France o wikipedia.org/wiki/Paris

of France

Text: France ---@ France Football Team

Type: LOC O France o wikipedia.org/wiki/France
Offset: 5 7




Knowledge-Based QA

> Answering a natural language question by mapping it to a query over a structured
database

> Two Paradigms
- Graph-based QA

- QA by semantic parsing



Graph-based QA

> Assumes we have a knowledge based of “facts” (facts = RDF triplets: predicate with
two arguments, can also be expressed as a knowledge graph):

Ada Lovelace birth-year 1815
Claude Shannon Dbirth-year 1916
William Shakespeare author Hamlet

[data sets: SimpleQuestions, FreebaseQA, WebQA etc.]

When was Ada Lovelace born?



QA by semantic parsing

> map the question to a structured program to produce an answer

Question

Logical form

What states border Texas?

Ax.state(x) Aborders(x, texas)

What 1s the largest state?

argmax(Ax.state(x), Ax.size(x))

I’d like to book a flight from San Diego to
Toronto

SELECT DISTINCT f1.flight_id
FROM flight {1, airport_service al,
city cl, airport_service a2, city c2
WHERE f1.from_airport=al.airport_code
AND al.city_code=cl.city_code
AND cl.city_name= ’san diego’
AND f1.to_airport=a2.airport_code
AND a2.city_code=c2.city_code
AND c2.city_name= ’toronto’

How many people survived the sinking of
the Titanic?

(count (!fb:event.disaster.survivors
fb:en.sinking of_the_titanic))

How many yards longer was Johnson’s
longest touchdown compared to his short-
est touchdown of the first quarter?

ARITHMETIC diff( SELECT num( ARGMAX(
SELECT ) ) SELECT num( ARGMIN( FILTER(
SELECT))))




Semantic Parsing for QA

" sequence-to-sequence model

lambda x state ( x ) and borders ( x , Texas )

encoder-decoder

B N
BERT

[CLS] what states border Texas 7? [SEP]



Large Language Models for QA

President Franklin <M> born <M> January 1882.
D. Roosevelt was <M> in
Lily couldn't <M>. The waitress
had brought the largest <M> of believe her eyes <M>
chocolate cake <M> seen. piece <M> she had ever
Our <M> hand-picked and sun-dried peaches are <M> at our
<M> orchard in Georgia.

President Franklin D.
Roosevelt was born
in January 1882.

Pre-training

Fine-tuning

When was Franklin D.
Roosevelt born?




Visual QA

> Answer questions about an image

How many slices of pizza are there? What color are her eyes?
Is this a vegetarian pizza? What is the mustache made of?

Antol, Stanislaw, Aishwarya Agrawal, Jiasen Lu, Margaret Mitchell, Dhruv Batra, C. Lawrence Zitnick, and Devi Parikh. “VQA: Visual question answering." In Proceedings of the IEEE international conference on computer vision, pp. 2425-2433. 2015.



Datasets: SQuUAD

> Stanford question answering dataset (SQuUAD)
= 100k annotated (passage, question, answer) triples
- Passages are selected from English Wikipedia, usually 100~150 words
- Questions are crowd-sourced
= Each answer is a short segment of text (or span) in the passage

Beyoncé Giselle Knowles-Carter (born September 4, 1981) 1s an American singer, songwriter,
record producer and actress. Born and raised in Houston, Texas, she performed in various
singing and dancing competitions as a child, and rose to fame in the late 1990s as lead singer
of R&B girl-group Destiny’s Child. Managed by her father, Mathew Knowles, the group became
one of the world’s best-selling girl groups of all time. Their hiatus saw the release of Beyoncé’s
debut album, Dangerously in Love (2003), which established her as a solo artist worldwide, earned
five Grammy Awards and featured the Billboard Hot 100 number-one singles “Crazy in Love™ and
“Baby Boy™.

Q: “In what city and state did Beyoncé grow up?”

A: “Houston, Texas”

Q: “What areas did Beyoncé compete in when she was growing up?”

A: “singing and dancing”

Q: “When did Beyoncé release Dangerously in Love?”

A: “2003”




Benchmarks

Leaderboard

SQUADZ2.0 tests the ability of a system to not only answer reading comprehension
questions, but also abstain when presented with a question that cannot be answered
based on the provided paragraph.

Rank Model EM F1

Human Performance 86.831 89.452

Stanford University
(Rajpurkar & Jia et al. '18)

1 IE-Net (ensemble) 90.939 93.214
RICOH_SRCB DML

2 FPNet (ensemble) 90.871 93.183
Ant Service Intelligence Team

3 IE-NetV2 (ensemble) 90.860 93.100
RICOH_SRCB DML

4 SA-Net on Albert (ensemble) 90.724 93.011
QIANXIN

5 SA-Net-V2 (ensemble) 90.679 92.948
QIANXIN

https:/rajpurkar.github.io/SQuAD-explorer/



Benchmark: ScienceQA

rQuestion: Which type of force \ -&»Answer: The answer 1s A.
from the baby's hand opens the  [—

Lcabinet dOOI’? ) BECAUSE:

‘Lecture: A force is a push or a pull that one
object applies to a second object. The direction
of a push 1s away from the object that 1s
pushing. The direction of a pull 1s toward the
object that 1s pulling.

Options: (A) pull (B) push

Q?ontext: A baby wants
to know what 1s
inside of a cabinet.
Her hand applies

a force to the door,

\and the door opens.

(Explanation: The baby's hand applies a force o
the cabinet door. This force causes the door to
open. The direction of this force 1s toward the
:baby's hand. This force 1s a pull.

https://scienceqa.github.io/



Benchmark: ScienceQA

Biology
Genes to traits
Classification
Adaptations

Traits and heredity

Ecosystems
Classification
Scientific names
Heredity

Ecological interactions

Cells
Plants
Animals

Plant reproduction

Earth Science

Weather and climate
Rocks and minerals

Astronomy
Fossils

Earth events
Plate tectonics

Physics Geography g History ﬁ Civics Sw
Materials State capitals @\ Colonial America [ Social skills B4}
Magnets Geography English colonies in North America Government
Velocity and forces Maps The American Revolution The Constitution
Force and motion Oceania: geography World History Economics
Particle motion and energy Physical Geography Greece Basic economic principles
Heat and thermal energy The Americas: geography Ancient Mesopotamia Supply and demand ﬁ
States of matter Oceans and continents World religions Banking and finance
Kinetic and potential energy Cities American history l& Global Studies [l
Mixture States Medieval Asia o< Society and environment 222
Chemistry B 5 | Writing Strategies Vocabulary nB Verbs
Solutions & | Supporting arguments Categories Verb tense <=
Physical and chemical change Sentences, fragments, and run-ons Shades of meaning ' Capitalization
Atoms and molecules Word usage and nuance Comprehension strategies Formatting
Chemical reactions Crea.tive techniques Context clues BN
Engineering Audience, purpose, and tone Grammar Fragments

. . % Pronouns and antecedents
Designing experiments . : Sentences and fragments Phonology
Engineering practices Persuasive strategies Y Phrases and clauses Rhymin

Editing and revising ¥/ Ying

Units and Measurement y Visual elements §= Figurative Language D | Reference
Weather and climate Opinion writing Literary devices & | Research skills

https:/sciencega.github.io/




Summary

> Question answering and its applications
" Information Retrieval based Factoid QA
" Entity linking

> Knowledge-Based QA

> Other types of QA

> Benchmarks



Readings

> Chapter 14: Question Answering and Information Retrieval

= https://web.stanford.edu/~juratsky/slp3/14.pdf


https://web.stanford.edu/~jurafsky/slp3/14.pdf

