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Abstract—We propose two novel techniques — stacking bot-
tleneck features and minimum generation error training criterion
— to improve the performance of deep neural network (DNN)-
based speech synthesis. The techniques address the related issues
of frame-by-frame independence and ignorance of the relationship
between static and dynamic features, within current typical DNN-
based synthesis frameworks. Stacking bottleneck features, which
are an acoustically–informed linguistic representation, provides
an efficient way to include more detailed linguistic context at
the input. The minimum generation error training criterion
minimises overall output trajectory error across an utterance,
rather than minimising the error per frame independently,
and thus takes into account the interaction between static and
dynamic features. The two techniques can be easily combined
to further improve performance. We present both objective
and subjective results that demonstrate the effectiveness of the
proposed techniques. The subjective results show that combining
the two techniques leads to significantly more natural synthetic
speech than from conventional DNN or long short-term memory
(LSTM) recurrent neural network (RNN) systems.

Index Terms—Speech synthesis, acoustic modelling, deep neu-
ral network, bottleneck, minimum generation error

I. INTRODUCTION

Statistical parametric speech synthesis (SPSS) [1] has ad-
vanced particularly rapidly in the last decade, as seen across
the annual Blizzard Challenges [2], and can produce highly-
intelligible synthesised speech with acceptable naturalness.
However, although it offers greater flexibility than the other
mainstream technique of unit selection [3], the naturalness of
speech generated by SPSS is still too low.

There are many factors that underlie this, and acoustic mod-
elling is a key one, as discussed in [1]. The task of modelling
the complex relationship between linguistic representations
derived from text input and acoustic features computed from
speech waveforms is of course very difficult. In this work,
we propose two novel techniques to improve this acoustic
modelling. Both techniques target improved modelling of the
temporal natural of speech, but in different ways: one via
the input linguistic features, the other via the output speech
parameters. Separately, each of them results in improvements
to the subjective naturalness of the synthesised speech, and
their combination gives a further improvement.
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A. Related work

Very substantial effort has been devoted to acoustic mod-
elling in the hidden Markov model (HMM) speech synthesis
framework. Amongst the many proposed techniques, we high-
light just a few of the most influential. In [4], a minimum
generation error training criterion was proposed to address an
inconsistency between training and generation criteria, and the
lack of interaction between static and dynamic features during
training. In [5], the so-called trajectory HMM was proposed to
explicitly model the relationships between static and dynamic
features. As a complement to improving the acoustic model
itself, enhancement techniques such as global variance [6]
and modulation spectrum enhancement [7] aim to mitigate
the lack of variation in generated parameter trajectories that
results from using an incorrect acoustic model. Although such
enhancement techniques do not reduce objective error (e.g.,
lower spectral distortion w.r.t. a natural speech reference),
significant improvements in subjective naturalness are ob-
tained. However, none of the above techniques address what
is perhaps the most fundamental problem of HMM-based
speech synthesis: across-context averaging via decision tree
clustering, which has been identified as a major contributing
factor to reduced naturalness [8].

More recently, following on from successes in automatic
speech recognition [9], artificial neural networks have re-
emerged as acoustic models for SPSS [10]. By the 1990s,
artificial neural networks had already been employed as feature
extractors from text input to produce linguistic features [11],
as acoustic models to map linguistic features to vocoder
parameters [12], [13], [14], and to predict segment dura-
tions [15]. One prominent theme in more recent studies is the
use of neural architectures to replace Gaussian mixture models
(GMMs) associated with leaf nodes of decision trees, such
as the restricted Boltzmann machines (RBMs) in [16], where
RBMs were claimed to better learn spectral detail, resulting in
better quality synthesised speech. In [17], [18], a deep belief
network (DBN) was employed as a deep generative model
of the joint probability distribution between linguistic and
acoustic features. Other variants on the neural architectures
applied to SPSS include the use of deep mixture density
networks to predict probability density functions over acoustic
features given the corresponding linguistic features [19] and a
trajectory real-valued neural autoregressive density estimator
to model acoustic parameter trajectories as well as across-
feature dependencies [20]. Neural approaches have been ap-
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plied to enhancement too, such as the deep generative model
in [21] acting as a post-filter to enhance the quality of speech
synthesised from an HMM-based system.

The most popular way to use neural networks in SPSS is
with a deep feed-forward neural network (DNN) as a condi-
tional model to map linguistic features to vocoder parameters
directly [22], [23], [24], [25], [26]. This can be viewed as
replacing the decision tree used in HMM-based speech synthe-
sis with a more powerful regression model [22], [27]. DNNs
have other advantages, including the ability to model high-
dimensional acoustic parameters (e.g., the spectrum [28]), and
the availability of techniques such as multi-task learning [25],
[29]. However, a limitation of standard DNN implementations
is that the mapping is performed frame by frame without
considering contextual constraints, other than those encoded
in the input linguistic features. Even though dynamic features
are part of the output acoustic feature vector – because they
are needed as a constraint to generate smooth parameter
trajectories at synthesis time – contextual constraints between
statics and deltas (or equivalently between successive frames
of statics) are not explicitly modelled during training.

One way to model contextual constraints is proposed
in [30]: a bidirectional long short-term memory (LSTM)-based
recurrent neural network (RNN) to map a sequence of linguis-
tic features to the corresponding sequence of acoustic features.
An LSTM with a recurrent output layer is proposed in [31]
to smooth acoustic features across consecutive frames. A
systematic investigation on the architectures of gated recurrent
neural network can be found in [32]. These studies formulate
speech synthesis as a sequence-to-sequence mapping problem
and provide evidence that a better model of speech parameter
trajectories results in better synthetic speech.

B. Contributions of this work

We propose some alternative way to include contextual
temporal constraints during both training and generation. The
proposed framework is easy to train and has an additional
benefit that parts of the model can be trained on out-of-domain,
lower-quality data (e.g., corpora used in speech recognition).
We offer two contributions:

First, we propose stacked bottleneck features as a way to
include more detailed linguistic contextual constraints at the
input1. We train a first network with a bottleneck hidden layer,
which has a much smaller number of units than the other
hidden layers. The input to this network is the usual set of
linguistic features [33], and the output is some representation
of the corresponding speech signal (e.g., the usual vocoder
parameters). The activations of the units in the bottleneck
layer are thus a lower-dimensional embedding of the input
linguistic features that captures information useful for predict-
ing the acoustic features (due to the supervised training) but
discards irrelevant or erroneous information (i.e., denoises the
features). Then, we stack bottleneck features from multiple

1Preliminary results were published in [25]. Here, we significantly extend
that work with a systematic analysis of the bottleneck features (e.g., the
positioning of the bottleneck layer and the contextual width of bottleneck
features) and an analysis of the use of out-of-domain data to train the
bottleneck feature extractor.

consecutive frames around the central frame, and concatenate
these stacked bottlenecks with the usual linguistic features.
We use these combined features as input to a second neural
network to predict vocoder parameters and thus to perform
speech synthesis. Note that, because the bottleneck layer size
is small (e.g., 32), stacking bottleneck features from multiple
consecutive frames does not increase the dimensionality of the
input features very much.

Second, we apply a sequential training criterion – minimum
generation error (MGE) — for DNNs2, which is inspired
by minimum generation error for HMM-based speech syn-
thesis [4] and sequence error minimisation for voice conver-
sion [36]. In a typical conventional implementation of a DNN
for speech synthesis, dynamic features (extracted from the
sequence of static features) are included as part of the output
vector; but, the relationship between the static and dynamic
features is neglected during training. The MGE criterion min-
imises the utterance-level vocoder parameter trajectory error
rather than the sum of frame-wise mean squared errors. In this
way, the MGE criterion explicitly accounts for the relationship
between static and dynamic features and correctly uses the
dynamic constraints in the training phase.

Because the two techniques proposed in this paper are
applied at different places in the architecture, namely the
linguistic input layer and acoustic output layer, it is possible
and natural to combine them. We provide experimental results
for this combination.

II. PROBLEM STATEMENT

To place our proposed methods in context, we briefly review
DNN-based speech synthesis and discuss the limitations of
typical DNNs as used for speech synthesis, that our proposed
methods address.

A. DNN-based speech synthesis

DNN-based speech synthesis comprises offline training and
runtime generation phases. During training, a DNN learns the
complex relationship between input linguistic features xt and
corresponding output acoustic features ot :

ot = F(xt) + e, (1)

where F(·) is the mapping function realised by the trained
DNN, and e is the modelling error. Usually, the acoustic
features ot consist of static features ct, also called vocoder
parameters, and corresponding dynamic features ∆ct and
∆2ct, written as

ot = [c>t ,∆c>t ,∆
2c>t ]>. (2)

The dynamic features are used as a constraint to produce
smooth parameter trajectories during generation. The dy-
namic features are computed from the sequence of static
features. Hence, a sequence of observed acoustic features

2Preliminary results were published in [34]. Here we add a comprehensive
description of the theory, plus further implementation details and experimental
analysis. A similar idea, called sequence generation error, has been indepen-
dently proposed by Fan et. al. [35], and published at the same time as [34].
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O = [o>1 ,o
>
2 , · · · ,o>T ]> can be calculated from a sequence

of static features C = [c>1 , c
>
2 , · · · , c>T ]> by

O = WC, (3)

where W is a matrix that contains the coefficients used to
compute static, delta and delta-delta features from a sequence
of static features C. Details can be found in [37].

To train a DNN, the usual objective is to minimise, in a
frame-wise fashion, the error D(ôt,ot) between predicted ôt
and observed acoustic features ot; this objective function can
be written as

D(ôt,ot) = (ôt − ot)>(ôt − ot). (4)

where D(ôt,ot) is frame-wise error computed at the output.
To minimise this error, the classic gradient descent algorithm
back-propagation [38] is typically used. The gradients of the
DNN parameters can be calculated by taking derivatives of
D(ôt,ot) with respect to model parameters λ :

∂D(ôt,ot)
∂λ

=
∂D(ôt,ot)

∂ot

∂ot
∂λ

, (5)

where

∂D(ôt,ot)
∂ot

= ôt − ot (6)

is the error to be back-propagated through the network from
the top output layer to the bottom input layer, and the gradients
of model parameters at each layer can be calculated through
this back-propagation process. In practice, a mini-batch gradi-
ent descent method is usually applied, for faster convergence
and more stable behaviour [39]; this is possible because the
error at each frame can be calculated independently.

At generation time, given a sequence of linguistic features
X, the corresponding acoustic features Ô can be generated
from the trained DNN by performing a forward propagation
once per frame. To generate smooth parameter trajectories,
the maximum likelihood parameter generation (MLPG) algo-
rithm [37] is used, to take the dynamic feature constraints
into account. Recall that the DNN predicts both static and
dynamic features (although without ensuring consistency be-
tween them). The MLPG algorithm can be expressed as

Ĉ = (W>U−1W)−1W>U−1Ô, (7)

where Ĉ is the predicted static acoustic feature sequence
(i.e., trajectory), which will be used to reconstruct the speech
waveform, and U is the covariance matrix, which is computed
from the training data in DNN-based framework. Using MLPG
is important for good quality synthesised speech [40], [41].

B. Limitations

Although DNNs have been reported to achieve significant
improvements over HMMs for speech synthesis, as we re-
viewed in Section I-A, there are at least two limitations in
current DNN implementations:

1) Frame-by-frame independence: Each frame’s acoustic
features are predicted from that frame’s linguistic features
without any contextual constraints other than those encoded in
the linguistic features. Acoustic context, which is so important
in speech, is not explicitly considered either during training or
in the forward propagation step of generation.

2) Neglecting the relationship between static and dynamic
features: During the generation process, dynamic features are
used by the MLPG algorithm to generate smooth parameter
trajectories. But it relies on potentially inconsistent static and
dynamic features predicted by the DNN. It should be beneficial
to include the dynamic feature constraints during training.

The two techniques that we propose for addressing these
limitations are now introduced in Sections III and IV.

III. STACKED BOTTLENECK FEATURES

A straightforward approach might be to stack linguistic
input features from several consecutive frames at the input.
These linguistic features are usually extracted per phone and
they include more slowly-changing word and phrase level
information; then, information from forced-alignment is used
to interpolate the phoneme-level linguistic features to obtain
a frame-level input for the DNN. Therefore, stacking multiple
frames of linguistic features would result in high-dimensional,
sparse and highly-redundant features, which still may not be
effective in capturing contextual constraints.

So, we propose instead to stack acoustically-informed bot-
tleneck features, which are intended to capture all the relevant
information from the input linguistic representation. Bottle-
neck features are the activations at a bottleneck layer in a
DNN. This layer has a relatively small number of hidden
units compared to the other hidden layers in the same network.
Bottleneck features have been extensively employed in auto-
matic speech recognition (ASR) as a compact representation
of acoustic features [42], [43], [44]. For speech synthesis,
bottleneck features can be viewed as a compressive transform
of the linguistic features, extracted at the frame level. Because
the network, in which the bottleneck layer is situated, is trained
in a supervised fashion using acoustic features (which of
course change every frame, reflecting the continuous nature of
speech signals) the bottleneck features can also capture fine-
grained sub-phonetic temporal variations.

Fig. 1 illustrates the architecture of a DNN system that
employs stacked bottleneck features. The left-hand network
is a bottleneck network with four hidden layers of which the
second layer is the bottleneck layer3. The left-hand network
is used to extract bottleneck features, which are then stacked
as input to the right-hand network. Since the dimensional-
ity of the bottleneck features is small (e.g., 32), stacking
such features from multiple frames does not increase input
dimensionality much, nor does it increese the computational
complexity of the synthesis network (the right-hand network
in Fig. 1). The method proceeds as follows:
(a) Train a network with a bottleneck layer. The input

comprises the linguistic features and the output is the
corresponding acoustic features;

3The numbers of layers in the example networks are only for illustration.
We used a different setting in the experiments detailed in Section V.
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(b) Given a sequence of linguistic features, perform a forward
propagation through the bottleneck network to generate
bottleneck features, frame by frame;

(c) Stack these bottleneck features from several consecutive
frames around the current frame alongside the linguistic
features;

(d) With linguistic features and stacked bottlenecks as input,
train a synthesis network to predict vocoder parameters;

(e) To perform synthesis from a sequence of linguistic fea-
tures, follow steps (b) and (c) to obtain input features,
then make a forward pass through the synthesis network
to generate vocoder parameters, and thence synthetic
speech.

It is important to note that the bottleneck network is never used
to generate synthetic speech. So, the output of the bottleneck
network may be any kind of acoustic feature (e.g., Mel-
Frequency Cepstral Coefficients (MFCCs)). Neither does the
bottleneck network have to be trained on the same data as the
synthesis network; for example, it is possible to use additional
data from other speakers to train the bottleneck network.
We will investigate the performance of various such system
configurations in Section V.

Acoustic features Vocoder parameters

xt xt

ht ,2
'

h4

h3

h2

h1

yt

ht ,2
'
ht+1, 2
'

ht−1, 2
'

Bottleneck feature

Linguistic features Linguistic features

Fig. 1. On the left is a deep neural network (DNN) with a bottleneck
layer. In this example, the bottleneck features for three consecutive frames are
stacked as input to the network on the right, which is the synthesis network.
In practice, more than three frames can be included. h

′
t,2 is the vector of

bottleneck features for frame t.

IV. MINIMUM GENERATION ERROR TRAINING CRITERION

In the previous section, we introduced the idea of stacking
bottleneck features to explicitly include contextual constraints
at the input to a DNN. We now turn to the output features,
where the interaction between the static and dynamic features
at the output is still neglected in conventional DNN training.
The second contribution of this paper is a novel training
criterion: minimum generation error (MGE). The MGE crite-
rion minimises the utterance-level trajectory error rather than
frame-by-frame error. This is because it explicitly accounts
for the interaction between the static and dynamic features,
whereas conventional DNNs for SPSS treat the dynamic
features no differently to static features.

The basic idea of the MGE criterion is to minimise the
error of the output after MLPG; i.e., the vocoder parameter
trajectories which will actually be used to reconstruct the
speech waveform, rather than to minimise the error of the input
to MLPG, namely the static and dynamic acoustic features. We

define the trajectory error as the Euclidean distance between
the predicted Ĉ and reference C static parameter trajectories,
and the new objective function is defined as

D(Ĉ,C) = (Ĉ−C)>(Ĉ−C) (8)
= (RÔ−C)>(RÔ−C), (9)

where
R = (W>U−1W)−1W>U−1

is the matrix that performs MLPG, given static and dynamic
features, similar to that in Eq. (7). In practice, mean-variance
normalisation is performed to Ĉ and C for trajectory error
calculation. The mean and variance are pre-calculated from
the training data.

Compared to Eq. (4), the new objective function D(Ĉ,C) is
calculated from the smoothed trajectory (after MLPG) rather
that the direct output of the DNN.

As with any conventionally-trained DNN, a gradient descent
algorithm can be employed to train the network. With the new
error function, the gradients of the DNN model parameters can
be calculated as

∂D(Ĉ,C)
∂λ

=
∂D(Ĉ,C)

∂Ô

∂Ô
∂λ

(10)

=
∂D(RÔ,C)

∂Ô

∂Ô
∂λ

, (11)

where

∂D(RÔ,C)
∂Ô

= (Ĉ−C)>R. (12)

The only difference between the new criterion and the con-
ventional frame-wise mean squared error criterion is the way
in which the output errors to be back-propagated through the
network are calculated. The difference can be seen in Eq. (12)
and Eq. (6). The method for computing the gradients at lower
layers is unchanged, that is to compute the gradients through
∂Ô
∂λ . Similar to Eq. (5), only ∂Ô

∂λ is directly related to the model
parameters.

Performing back-propagation with the new criterion in-
volves the following steps:
(a) Initialise the weights for the MGE-DNN from a

conventionally-trained DNN (i.e., using MMSE);
(b) Given a sequence of input linguistic features, perform a

forward propagation step just as in conventional training,
to predict observation Ô;

(c) Restore the mean and variance for Ô (because mean-
variance normalisation is performance for the acoustic
features before training);

(d) Perform MLPG to generate acoustic feature trajectories
Ĉ using Eq.(7);

(e) Perform mean-variance normalisation to the predicted
trajectories Ĉ and the reference trajectories Ĉ;

(f) Calculate the trajectory error using Eq. (12) with the
mean-variance normalised trajectories;

(g) Perform backward propagation just as in the conventional
algorithm, except using the error calculated at step (f).

In practice, steps (d) to (f), corresponding to Eq. (12), are
performed dimension by dimension. After the errors of all the
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dimensions are calculated, we perform step (g). The gradient
update process is the same as in the conventional training
algorithm.

In conventional training, it is usual to employ mini-batches,
in which each mini-batch contains a fixed number of frames
from a randomly shuffled version of the training data. With the
new criterion, we need to keep trajectories intact, and therefore
all frames from each utterance much be in the same mini-
batch, in the original order. We use individual utterances as the
mini-batches, so the sizes of mini-batches vary. For synthesis,
we proceed exactly as with a conventionally-trained DNN.

In our implementation, most of the computational cost arises
from the calculation of (W>U−1W)−1. As U is diagonal,
W>U−1W becomes a banded matrix, and the computational
costs can be reduced considerably; we used the bandmat
Python library4 to perform inversion of this banded matrix.

V. EXPERIMENTS

A. Experimental setups

We conducted experiments using a corpus recorded from a
British male professional speaker, divided into three subsets:
2400 utterances as training set, 70 utterances as development
set, and 72 utterances as testing set. The waveform sampling
rate of the corpus is 48 kHz. We used the STRAIGHT
vocoder [45] to extract vocoder parameters — 60-dimensional
Mel-Cepstral Coefficients (MCCs), 25 band aperiodicities
(BAPs), and log-scale fundamental frequency (logF0 at a 5ms
frame step, and we employed the same vocoder to reconstruct
speech waveforms during synthesis.

As reported in our previous work [25] and other previous
studies [24], [41], DNN-based systems are generally signif-
icantly better than HMM-based ones, and therefore we only
included DNN and LSTM baselines, and no HMM systems.
We also implemented intermediate methods incorporating in-
dividual techniques of the proposed framework to examine the
effectiveness of each of them, as well as their combination.
The systems implemented and compared were:
• DNN: a baseline system based a normal feed-forward

deep neural network trained using the conventional
frame-by-frame minimum mean squared error (MMSE)
criterion. The network has six hidden layers, each of
which has 1024 hidden units. The hyperbolic Tangent
activation functions are employed in the lower layers, and
a linear activation function at the output layer.

• LSTM: a second baseline system based on a long short-
term memory (LSTM) network with three feed-forward
lower hidden layers each of 1024 units with tangent
activation functions (intended to extract features, as sug-
gested in [30]) plus one LSTM layer with 768 units
on top of these feed-forward layers, and finally a linear
regression output layer.

• BN-DNN: similar to the DNN system, and also trained
with frame-wise MMSE, but using stacked bottleneck
features and linguistic features as in Fig. 1. The same
vocoder parameters as for the BN-DNN system were used

4https://pypi.python.org/pypi/bandmat/0.5

as the acoustic output of the bottleneck network. The
architecture of the synthesis network was the same as
the DNN system.

• BN-DNN-VB: same as BN-DNN system, except using a
different database (the voice bank database [46]) to train
the bottleneck network.

• BN-DNN-MFC: same as BN-DNN-VB, except the
output features of the bottleneck network were 21-
dimensional Mel-Frequency Cepstral Coefficients
(MFCCs) and their delta, delta-delta features, in total 63-
D, extracted from waveforms that had been downsampled
to 16 kHz.

• BN-DNN-WSJ: same as BN-DNN-MFC, except using
the Wall Street Journal (WSJ0+WSJ1) database [47] to
train the bottleneck network.

• MGE-DNN: same as the DNN system, but now em-
ploying the proposed minimum generation error (MGE)
training criterion. The model parameters were initialised
from the fully-trained DNN system above.

• MGE-BN-DNN: same as the BN-DNN system, but now
employing the MGE training criterion. The model pa-
rameters were initialised from the fully-trained BN-DNN
system. Note that the MGE training is only applied to
the synthesis network; the bottleneck network is simply
taken from the BN-DNN system.

All the systems described above employed the same front-
end to extract input linguistic features, which comprised 592
binary and 9 numerical features. The binary features were de-
rived from the linguistic features such as quinphone identities,
part-of-speech (POS), and positional information of phoneme,
syllable, word and phrase. The input features were normalised
to the range [0.01 0.99].

For the output vocoder parameters, F0 was linearly inter-
polated before modelling, and a binary feature was used to
record the voiced/unvoiced information for each frame. Delta
and delta-delta features were calculated for MCCs, BAPs and
F0. In total, there were 259 features in the output. We applied
mean-variance normalisation to the output acoustic features
such that they had zero mean and unit variance across the
training set. Similar normalisation was also employed to the
MFCCs.

The hyper-parameters (i.e. the number of hidden layers,
the number of hidden units, learning rate, momentum) of all
neural networks were tuned on the development set. For all
the systems except LSTM, our implementation employed the
CUDAMat library5, which is a Python module for matrix
calculations on GPU using CUDA, while for LSTM, we
employed the Theano library6.

B. Objective evaluation

We employed objective measures to tune the systems.
Although these objective measures might not always be well
correlated with human perception, they provide a practical and
effective way to optimise the systems, especially for tuning
hyper-parameters. We employed four measures:

5https://github.com/cudamat/cudamat
6Theano version 0.7: http://deeplearning.net/software/theano/
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Fig. 2. Mel-Cepstral Distortion (MCD) as a function of the position of the
bottleneck layer. BN-128 and BN-32 indicate bottleneck layer sizes of 128
and 32, respectively. MCD is measured at the output of the synthesis network.

• MCD: Mel-Cepstral Distortion (MCD) to measure MCC
prediction performance.

• BAP: a distortion measure for BAPs.
• F0 RMSE: Root Mean Squared Error (RMSE) to mea-

sure F0 prediction performance. We note that F0 was
modelled on a log-scale, but the error was calculated on
a linear-scale.

• V/UV: to measure voiced/unvoiced error.
For all objective measures, a lower value indicates better
performance.

1) Effect of the position of the bottleneck layer: We started
with experiments to examine the effects of the position of
the bottleneck layer for the BN-DNN system. We fixed the
context size (number of bottleneck frames that are stacked
for input to the synthesis network) to 9, and varied the
placement of the bottleneck layer from the bottom hidden layer
to the top hidden layer. Examining all combinations of context
size and bottleneck layer placement would involve too many
experiments to be practical.

When the bottleneck layer is close to the input layer, the
bottleneck features are presumed to represent something more
akin to the linguistic features than the acoustic features, and
vice versa. The objective measure MCD, measured at the
output of the synthesis network, is plotted as a function of
bottleneck layer position in Fig. 2 and shows that lower (closer
to the input) positioning of the bottleneck results in lower
distortion. In particular, placing the bottleneck layer as the
second or third hidden layer works best. BAP distortions also
showed a similar pattern, whereas the other objective measures
did not substantially vary with bottleneck layer position. We
hence place the bottleneck at the second hidden layer in
all remaining experiments. We consider the bottleneck layer
activations to be a non-linear compression of the linguistic
input features, with the compressive transform learned in a
supervised way to minimise an acoustic distortion.

2) Effect of the contextual size of stacked bottlenecks:
We next conducted experiments to examine the effect of
the contextual size of the stacked bottleneck features being
presented at the input of the synthesis network, again for the
BN-DNN system. With the bottleneck always at the second
hidden layer of the first network, we varied the contextual size
from 1 to 25 and measured MCD at the output of the synthesis
network, which is plotted in Fig. 3. In this figure, we also show
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Fig. 3. Mel-Cepstral Distortion (MCD) as a function of the contextual size of
stacked bottlenecks. Linguistic-601 means stacking the 601-dimensional input
features directly. MCD is measured at the output of the synthesis network.
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Fig. 4. F0 RMSE F0 as a function of the contextual size of stacked
bottlenecks. RMSE F0 is measured at the output of the synthesis network.

the effect of stacking up multiple frames of linguistic features
at the input to the synthesis network (there are no bottleneck
features in this case). The MCD does initially fall, as expected,
but not as quickly as when stacking bottleneck features, and
plateauing out after a contextual size of around 7 frames. Of
course, the dimensionality of the stacked linguistic features
becomes very high. For example, for a contextual size of 11:
601× 11 = 6611.

For a bottleneck layer size of 128, the MCD keeps falling
until a contextual size of about 15. For a bottleneck layer
size of 32, the MCD continues falling until a contextual
size of 23; in this case the dimensionality of the stacked
bottleneck features is 32 × 23 = 736 – much smaller than
that of stacked linguistic features, and smaller than for 128-
dimensional bottleneck features stacked to a contextual size
of 15 (128× 15 = 1920).

An equivalent plot of RMSE F0 is presented in Fig. 4.
The behaviour is largely similar to that of MCC, and again a
low error is obtained using 32-dimensional bottleneck features
stacked to a contextual size of 23.

In summary, a highly effective way to include richer lin-
guistic context is by stacking bottleneck features. A relatively
small bottleneck size of 32 provides good performance when
stacking 23 contextual frames; this is the configuration used
in all remaining experiments.

3) Effect of training bottleneck network using out-of-
domain data: As previously noted, the bottleneck layer is pro-
viding an acoustically-supervised compression of the linguistic
input features. It is interesting to know whether this acoustic
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supervision has to come from exactly the same data as will
later be used to train the synthesis network, and whether the
data have to be parametrised in exactly the same way.

We therefore conducted experiments to assess the effects of
using out-of-domain data (i.e., different to the main single-
speaker British English dataset used to train the synthesis
network) to train the bottleneck network.

We considered three settings, enumerated in Section V-A:
BN-DNN-VB, BN-DNN-MFC, BN-DNN-WSJ. The BN-
DNN-VB and BN-DNN-MFC systems both used the same
out-of-domain speech dataset that has been recorded in a high-
quality studio for speech synthesis purposes, albeit from non-
professional speakers (voice bank), but parametrised differ-
ently. BN-DNN-VB used vocoder features extracted from 48
kHz waveforms whilst BN-DNN-MFC used MFCC extracted
from 16 kHz waveforms. BN-DNN-WSJ used a database
designed for speech recognition and containing American
English accented speech. In the voice bank data, there are
96 speakers (41 male, 55 female), each saying about 300
utterances. In total there are 36800 utterances for training
the bottleneck network. In the WSJ corpus, there are 283
speakers and a total of about 37000 utterances for training
the bottleneck network.

Objective results for the three systems are presented in
Table I. Compared to BN-DNN (which does not use out-of-
domain data), the three systems all reduce all four objective
measures, except that BN-DNN-VB slightly increases V/UV
error. Comparing BN-DNN-VB with BN-DNN-MFC, we see
that using data at a lower-sampling rate and simpler acoustic
features (MFCCs instead of vocoder parameters) has no effect
on the objective measures. Even when using a speech recog-
nition database, containing speakers of a difference accent,
to train the bottleneck network (BN-DNN-WSJ), we still get
lower distortions than for BN-DNN.

In summary, these objective results demonstrate that using a
relatively large amount of out-of-domain speech data to train
the bottleneck network improves the synthesis performance
compared to only using the smaller single-speaker synthe-
sis data. The sampling rate (and therefore bandwidth) and
parametrisation of the speech data has little effect.

TABLE I
OBJECTIVE ERRORS FOR ALL SYSTEMS ON THE EVALUATION SET. MCD

AND BAP ARE DISTORTION MEASURES FOR MEL-CEPSTRAL
COEFFICIENTS AND BAND APERIODICITIES. RMSE INDICATES ROOT

MEAN SQUARED ERROR. V/UV INDICATES VOICED/UNVOICED ERROR.
MCD (dB) BAP (dB) F0 RMSE (Hz) V/UV (%)

DNN 4.19 1.95 9.13 4.24
LSTM 4.05 1.94 8.76 3.97
BN-DNN 4.00 1.92 8.90 3.97
BN-DNN-VB 3.98 1.92 8.57 4.02
BN-DNN-MFC 3.97 1.91 8.61 3.90
BN-DNN-WSJ 3.97 1.92 8.59 3.96
MGE-DNN 4.12 1.95 8.93 4.28
MGE-BN-DNN 3.97 1.92 8.89 3.96

4) Effectiveness of minimum generation error training cri-
terion: The second contribution of this paper is the novel
minimum generation error (MGE) training criterion of Sec-
tion IV, operating on the output features of the synthesis
network. We performed initial experiments to examine the
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Fig. 5. Convergence of the proposed minimum generation error training
criterion for the DNN system (MGE-DNN). The plot shows total objective
error against training epochs.

convergence property of training under the MGE criterion,
using the objective measure of mean squared error between
predicted and reference vocoder parameter trajectories. The
error is calculated after MLPG, because the vocoder param-
eter trajectories after MLPG are those that will be used to
reconstruct the speech waveform. The results are presented
in Fig. 5. It is observed that the trajectory error is reduced
consistently by the MGE criterion, and converges after about
15 epochs. The ‘jump’ in the trajectory errors at the 11th

iteration is expected: we increased the value of momentum at
that point. This phenomenon has been reported in [39]. Similar
convergence properties were also observed in the MGE-BN-
DNN system, and is consistent with that reported in our
previous work [34].

We next compared the objective error of the DNN and BN-
DNN architectures with and without MGE training. The ob-
jective results are presented in Table I. Compared to the DNN
system without MGE training, MGE-DNN reduces MCD and
F0 RMSE from 4.19 dB and 9.13 Hz to 4.12 dB and 8.93 Hz,
respectively. In comparison with BN-DNN, both MCD and F0

RMSE measures for MGE-BN-DNN are reduced from 4.00
dB and 8.90 Hz to 3.97 dB and 8.89 Hz, respectively. The
distortion reduction for BN-DNN is less than for DNN, and
we think this is because BN-DNN already includes contextual
constraints via the stacked bottleneck features at the input, and
that these already improve the output trajectories.

After that, we compared the performance of MGE-DNN and
BN-DNN. In comparison with BN-DNN, MGE-DNN achieves
higher distortions for all the measures. This indicates that
stacking bottleneck features is more effective than the MGE
criterion in improving the model accuracy. As we discussed
above, MGE-BN-DNN can reduce the distortion further. This
implies that even though MGE criterion alone is not as effec-
tive as stacking bottlenecks, it is complementary to stacking
bottlenecks and the two techniques can be easily integrated
to boost the performance. In summary, the objective results
confirm the effectiveness of the proposed MGE criterion in
improving DNN accuracy, and that MGE is complementary to
the stacking of bottleneck features. Fig. 6 provides an example
trajectory.

5) Summary of objective evaluation: Objective results for
all systems on the evaluation set are presented in Table I.
The performance of all the systems was optimised on the
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Fig. 6. Trajectories of the 5th Mel-Cepstral Coefficient (MCC) for one test utterance: reference natural speech (Solid blue line); predicted by DNN (Dashed
green line); LSTM (Solid light green line); proposed MGE-BN-DNN (Dashed red line).

development set.
Between the two baselines, LSTM is consistently better than

DNN under all objective measures, consistent with [30]. MGE-
DNN does not outperform LSTM objectively. The proposed
MGE criterion only models the interaction between static and
dynamic features, while the LSTM explicitly models temporal
dependency in speech.

All systems employing stacked bottlenecks and/or MGE
training objectively outperform the DNN baseline. All systems
employing stacked bottleneck features achieve lower MCD and
BAP distortion than LSTM, although LSTM achieves slightly
lower F0 RMSE than BN-DNN and MGE-BN-DNN.

C. Subjective evaluation

Whilst objective measures are useful in system develop-
ment, they are not always reliable predictors of listeners’ pref-
erences, so we also conducted a series of subjective preference
tests. 30 paid native English speakers participated in each test,
in which they each listened 20 randomly selected pairs of
utterances and decided which item in each pair sounded more
natural (or chose a “no preference” option). The utterances
within each pair came from differing systems but had the same
linguistic content.

0 10 20 30 40 50 60 70
Preference score (%)

 

 

BN−DNN
DNN
No preference

Fig. 7. Preference scores with 95% confidence intervals for BN-DNN vs.
DNN.

The preference scores for BN-DNN vs. DNN are presented
in Fig. 7 and confirm that synthetic speech from the stacked
bottleneck BN-DNN system is significantly more natural than
DNN (60% vs. 27%).

Recall from Section V-A that there are several different
ways to train the bottleneck network. Fig. 8 presents the results
for the pairwise comparisons we made between these variants.

The difference between BN-DNN-VB in Fig. 8(a) and BN-
DNN-MFC in Fig. 8(b) is in the acoustic feature represen-
tations and sampling rate (refer to Section V-A for details)
and the results suggest that we can equally well use lower
quality data and mismatched acoustic features to train the
bottleneck network. Fig. 8(c) shows that even out-of-domain
data (a North American English speech recognition database)

is effective for training the bottleneck network. There is an
overall tendency that using more data (which is always also
from multiple speakers) to train the bottleneck network is
helpful, although the improvements over BN-DNN are not
statistically significant.

That the data used to train the bottleneck network does not
need to be speaker- or accent-specific is encouraging. Whether
it needs to be language-specific is a question left for future
experimentation.

0 10 20 30 40 50 60
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BN−DNN
BN−DNN−VB
No preference

(a) BN-DNN vs BN-DNN-VB
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BN−DNN
BN−DNN−MFC
No preference

(b) BN-DNN vs BN-DNN-MFC
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Preference score (%)

 

 

BN−DNN
BN−DNN−WSJ
No preference

(c) BN-DNN vs BN-DNN-WSJ
Fig. 8. Comparison between various ways to train the bottleneck network:
Preference scores with 95% confidence intervals. Refer to Section V-A for
system descriptions.

The performance of the proposed MGE criterion was ex-
amined first in comparison to the baseline: preference scores
for MGE-DNN vs. DNN are presented in Fig. 10 and show
that MGE-DNN is significantly better than DNN in terms of
naturalness.

Next, we compared the performance of the two techniques
proposed in this paper. In BN-DNN, contextual constraints
are included at the input by stacking bottleneck features,
while in MGE-DNN, contextual constraints are considered at
the output by explicitly modelling the relationship between
static and dynamic feature via the MGE training criterion.
The preference scores in Fig. 9 show that BN-DNN is very
substantially (and statistically significantly) better than MGE-
DNN: stacking bottleneck features is much more effective than
MGE training.

Of course, the two techniques can be combined, and the
preference scores for BN-DNN vs. MGE-BN-DNN are pre-
sented in Fig. 11. These indicate that MGE may further im-
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Fig. 9. Preference results between BN-DNN and MGE-DNN with 95%
confidence intervals.

prove naturalness on top of the improvements already obtained
by stacking bottleneck features, although the difference is
not significant. Overall, these preference tests demonstrate the
effectiveness of the proposed MGE criterion, and reconfirm
our findings reported earlier in [34].

Preference score (%)
0 10 20 30 40 50 60

DNN
MGE-DNN
No preference

Fig. 10. Preference scores with 95% confidence intervals for DNN vs. MGE-
DNN.

Preference score (%)
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BN-DNN
MGE-BN-DNN
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Fig. 11. Preference scores with 95% confidence intervals for BN-DNN vs.
MGE-BN-DNN.

Finally, we compared the combined proposed techniques
(MGE-BN-DNN) to the baseline LSTM system. Fig. 12 shows
that in our setting MGE-BN-DNN is significantly better than
LSTM in terms of naturalness (50% vs. 35%).

Preference score (%)
0 10 20 30 40 50 60

LSTM
MGE-BN-DNN
No preference

Fig. 12. Convergence of the proposed minimum generation error training
criterion for the DNN system (MGE-DNN).

One interesting observation is that the preference scores
just presented are in fact consistent with the objective results
presented earlier (especially MCD), despite our own feeling
(widely shared across the community) that objective measures
do not reliably correlate with human judgements.

VI. DISCUSSION

Our experimental results confirm the effectiveness of both
proposed techniques as ways to include contextual constraints
in neural network-based speech synthesis. Although LSTM-
based recurrent neural networks may provide an elegant way
to include temporal constraints, there are at least two reasons
to choose our proposed framework of combining stacked
bottleneck features with MGE training.

First, the proposed framework can make use of out-of-
domain data in a very straightforward way: the bottleneck
network can be trained using relatively low-quality speech,
from multiple speakers. Since thousands of hours of speech
data are available for training speech recognition systems,
these data might also be used to train the bottleneck network.
Using such large amounts of data might further improve the

results presented here, where we used tens of hours data to
train the bottleneck network.

Second, although the total training time of the proposed
framework is close to that of the LSTM system, at synthesis
time the computational complexity of the proposed framework
is considerably lower. In particular, to generate 142 utterances
(all the utterances in the development and evaluation sets), the
LSTM system took 215 seconds7, while the proposed MGE-
BN-DNN system took only 8 seconds. The computational
cost of the LSTM system is about 27 times higher than the
proposed framework, during synthesis.

VII. CONCLUSION

We propose two techniques to improve the performance
of DNN-based speech synthesis, namely stacked bottlenecks
and a minimum generation error training criterion. The two
techniques can be easily combined in a single DNN speech
synthesis framework. This novel framework allows us a) to
benefit from additional out-of-domain data to improve the
synthesis performance; and b) to include contextual constraints
without much increase in computational complexity at syn-
thesis time. Both objective and subjective results confirm the
effectiveness of the proposed system over both DNN and
LSTM baselines.
To summarise the main findings:
• Stacking bottleneck features provides an effective way

to include contextual constraints. As shown in the ex-
periments, by setting the size of the bottleneck layer
to 32, we can effectively include contextual constraints
from 23 consecutive frames, which span a segment of
23 × 5 = 115 ms. Because the dimensionality is low,
the computational cost of the synthesis network does not
increase significantly.

• Out-of-domain data (e.g., lower quality data collected for
speech recognition) can be used to train the bottleneck
network. This provides a flexible way to benefit from the
readily-available large quantities of such data.

• The minimum generation error training criterion is ef-
fective and can improve model accuracy, as shown in
the experiments. As the criterion is only employed at
the training stage, it does not introduce any additional
computational complexity at synthesis time.

• The two techniques, stacked bottleneck features and min-
imum generation error training criterion, are complemen-
tary. The techniques are applied at the input and output,
respectively, and can be easily combined.

Currently, the bottleneck network and the synthesis network
are trained independently. The performance might be boosted
if the two networks were to be optimised jointly. Combining
stacked bottleneck features with an LSTM-based synthesis
network might also be effective. Our preliminary results show
that the proposed bottleneck features can also be used to
guide rich-context model selection [48], and waveform unit
selection [49]. We will leave those directions of research as
follow-up work for the future.

7Times reported are for neural network computations only and do not in-
clude lingusitic feature extraction or vocoding to reconstruct speech waveform.
The hardware used here is Nvidia GTX TITAN with 2688 cores 6G RAM.
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